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Abstract Liver disease can cause death in millions of individuals worldwide. Early 
detection and accurate diagnosis improve patient outcomes and reduce mortality. 
Machine learning algorithms can detect and diagnose liver diseases more accurately 
and affordably. To test machine learning methods for early liver disease diagnosis, 
this study created a prediction model that distinguished those with liver illnesses from 
those without. Machine learning algorithms studied included Extra Tree, XGBoost, 
Random Forest, CatBoost, LogitBoost, Gradient Boosting, AdaBoost, and KNN. By 
using oversampling methodologies and assessing metrics like accuracy, recall, preci-
sion, and F1-score, the Extra Tree algorithm was found to be the most effective way 
for early liver problem detection with 99% accuracy. Undersampling, oversampling, 
and SMOTE reduced class imbalance. This problem is widespread in many machine 
learning applications. Machine learning algorithms may improve liver disease detec-
tion, early intervention, and healthcare costs. However, data protection, ethics, and 
healthcare professional training and understanding must be adequately addressed. 
This research is a major step toward a more accurate and practical liver disease 
diagnostic tool that could help individuals stay healthy and prevent liver illnesses. 
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1 Introduction 

Liver disease is a serious public health concern around the world, affecting millions 
of individuals and leading to potentially fatal disorders such as cirrhosis and liver 
cancer [1]. The early detection and precise identification of liver disorders are crucial 
to improving patient outcomes and lowering mortality rates. Machine learning (ML) 
algorithms have developed as potent tools in the biomedical industry in recent 
years, giving promising possibilities for predicting and detecting liver illnesses with 
increased efficiency and cost-effectiveness. 

The liver, the body’s largest organ, performs about 500 critical activities, including 
bile generation, glycogen synthesis, blood cleansing from chemicals and poisons, 
and vitamin storage [2]. With such vital roles, any disruption in liver function can 
have major consequences for overall health. To tackle the difficulties associated with 
early identification of liver illnesses, researchers have turned to machine learning 
technologies. Machine learning, an area of artificial intelligence, employs algorithms 
that learn from input–output data pairs to equip computers with the ability to learn 
without explicit programming. 

In the healthcare area, machine learning [3] has shown considerable promise in 
terms of improving diagnostic accuracy, facilitating early intervention, and lowering 
healthcare expenditures. This project’s purpose is to investigate the use of machine 
learning algorithms in the early diagnosis of liver disorders. We hope to construct a 
predictive model that can accurately identify patients with and without liver disorders 
by leveraging the strength of categorization algorithms. Several machine learning 
methods [4] will be assessed in this study. By comparing the performance of several 
algorithms, we seek to determine the most effective strategy for the early detection of 
liver problems. A few performance evaluation criteria that will be used to analyze how 
well the models can predict the future are accuracy, recall, precision, and F1-score. 
Machine learning algorithms can detect trends and forecast probable consequences 
by analyzing enormous databases of medical information [5]. With this knowledge, 
healthcare providers can make informed decisions about appropriate interventions 
and treatments for patients. One of the primary advantages of machine learning 
algorithms in liver disease diagnostics is their capacity to detect disorders earlier 
than traditional approaches [6]. 

Early diagnosis of liver illnesses can considerably improve patient outcomes 
since it allows for earlier intervention and successful therapy before the disease 
advances further. The early diagnosis of liver illnesses using machine learning 
algorithms is a promising technique for improving patient outcomes and lowering 
mortality rates. The development of precise and efficient methods for early iden-
tification of liver illnesses can provide healthcare practitioners with dependable 
tools that can improve diagnosis, improve patient outcomes, and potentially save 
lives. As the field of machine learning in healthcare continues to advance at a 
rapid pace, there are various problems involved with its implementation. These 
include data privacy concerns, ethical constraints, and the requirement for special-
ized training and understanding among healthcare providers. However, if these issues
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are adequately handled, machine learning algorithms have the potential to revolu-
tionize liver disease diagnostics and open the way for more personalized and effective 
healthcare solutions. 

2 Related Work 

Several studies have looked into the use of machine learning algorithms in the 
detection of liver disease in the early stages. 

Behera et al. [7] proposed a hybrid machine learning technique for heart and liver 
disease prediction that combines modified particle swarm optimization and support 
vector machine. They used a dataset from the UCI Machine Learning Repository. 
The construction of this hybrid model, obtained 97.41% accuracy when compared 
to other models such as SVM, PSOSVM, CPSOSVM, and CCPSOSVM. 

Rahman et al. [8] conducted a comparison study on liver disease prediction using 
supervised machine learning algorithms. The goal of the study was to evaluate how 
effectively alternative algorithms may reduce the high cost of detecting chronic liver 
disease. The UCI Machine Learning Repository provided data on 583 liver patients 
for the study. Six algorithms, including LR, DT, KNN, SVM, Naive Bayes (NB), 
and RF, were evaluated using a variety of approaches, including accuracy, precision, 
recall, f 1 score, and specificity. The logistic regression strategy was the most accurate 
(75%). 

Using ensemble machine learning techniques, Md et al. [9] created a superior 
preprocessing strategy for diagnosing liver illness. They employed the Indian Liver 
Patient Dataset and data preparation procedures such as feature scaling, feature 
selection, and data balancing. The GB, XGBoost, Bagging, RF, Extra Tree (ET), 
and Stacking ensemble algorithms were utilized to train the required features. The 
suggested model attained the highest testing accuracy of 91.82% and 86.06% using 
the Extra Tree classifier and Random Forest, respectively. 

Dritsas et al. [10] used machine learning techniques to predict the prevalence 
of liver disease. Using the Indian Liver Patients’ Records Dataset, they examined 
various supervised machine learning models and ensemble techniques. With tenfold 
cross-validation, the voting classifier outperformed other SMOTE-following models, 
with accuracy, recall, and F-measure of 80.1%, precision of 80.4%, and AUC of 
88.4%. The report underlines the importance of early detection of liver disease while 
ignoring any limitations. 

Khan et al. [11] used a variety of classification approaches to detect liver illness at 
an early stage. The parameters and anticipated accuracies of RF, LR, and the Separa-
tion Algorithm were compared. Datasets on liver disease were gathered from various 
sources. In terms of predicting liver illness, RF outperformed the other algorithms. 
The paper contributes to better healthcare services and early disease identification. 
It does, however, have the limitation of focusing exclusively on related research and 
not taking other contributing factors in liver disease prediction into account.
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Assegie et al. [12] created a machine learning model for predicting liver illness 
using the SVM and KNN algorithms. They tested the model with the Indian Liver 
Dataset. SVM was shown to be 82.90% accurate in the outcomes. Based on experi-
mental test findings, SVM outperformed KNN in predicting liver illness. The research 
helps to improve the detection and treatment of liver disease. 

Sivasangari et al. [13] propose using Decision Tree, Support Vector Machine, and 
Random Forest models to accurately predict liver illness. The study makes use of 
the Indian Liver Dataset, which has 583 patient records and ten features. SVM has 
an accuracy of 95.18%, DT has an accuracy of 87.95%, and RF has an accuracy of 
92.77%. The models have high accuracy and reliability for early detection of liver 
disease. 

3 Proposed Methodology 

Several phases are involved in the suggested methodology for investigating the 
application of machine learning algorithms in the early diagnosis of liver disorders. 
Figure 1 depicts the proposed model workflow for this study. 

At beginning, we combed through reliable sources to compile a database of 
patients suffering from liver illness. Following the completion of the data collec-
tion, we examined the dataset for any areas that contained null values and then 
inserted median values into such areas. Then, we used label encoding to convert 
categorical data to numerical data. When it comes time to investigate the connec-
tions between the features, the correlation matrix will be put to use. We are going 
to get rid of any aspects that have a strong link with one another or that include the 
same information. After that, we scaled the data to ensure that all of the attributes

Fig. 1 Proposed model workflow of this research 
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were measured on the same scale. After that, the dataset is going to be divided into a 
training set and a testing set. Then, in order to forecast liver disease, we utilized a total 
of eight different machine learning strategies. These strategies included the Gradient 
Boosting Classifier [14], the Random Forest Classifier [15], the Extra Tree Classi-
fier [16], the K-Nearest Neighbors [17], the Extreme Gradient Boosting Classifier 
[18], the AdaBoost Classifier [19], the LogitBoost Classifier [20], and the CatBoost 
Classifier [21]. In order to arrive at a conclusive prediction, we employed a voting 
classifier to combine the results of all of the different models. In order to increase the 
performance of the model, we first attempted to balance the dataset by either under-
sampling the majority class, oversampling the minority class, or utilizing SMOTE. 
After that, the performance of the model will be assessed using a wide variety of 
metrics, such as accuracy, precision, recall, F1-score, confusion matrix, and many 
others. The findings of the investigation are broken down and examined. In general, 
this methodology offers a methodical way to predict liver disease through the utiliza-
tion of machine learning algorithms while simultaneously preserving the reliability 
and quality of the data. 

3.1 Data Collection and Preprocessing 

The dataset for this study was gathered from a variety of sources, including the UCI 
ML Repository [22] and from Dhaka Medical College. The dataset contains 1924 
patient records, 1370 of which have liver disease and 554 of which do not. Patients 
were collected from diverse areas. The information includes age, gender, alkaline 
phosphatase, aspartate aminotransferase, alanine aminotransferase, total bilirubin, 
albumin, direct bilirubin, total proteins, and albumin and globulin ratio. These charac-
teristics are critical for determining the patients’ liver health. The collection contains 
1402 male patient records and 456 female patient records. To ensure confidentiality, 
every patient who is older than 89 is labeled as 90. Before using the dataset for this 
research, a full evaluation will be performed to assure its reliability and accuracy, 
including confirming the data sources and undertaking data quality checks. 

The initial step in the data preprocessing stage is interacting with missing values 
in the dataset. We discovered null values in the albumin and globulin ratio feature 
in this scenario. Because the data in this feature is normally distributed but slightly 
right-skewed, as seen in Fig. 2, we decided to fill in the null values using the median 
approach. We then looked at two more characteristics, total bilirubin and direct 
bilirubin, and observed that the records had massive outliers. This was obvious in 
Figs. 3 and 4, which indicated that the highest values in these features were much 
greater than the typical range. To overcome this issue, we decided to delete the 
outliers, which would improve the accuracy of our model.

Following that, we ran label encoding on the dataset to check for feature correla-
tions. We discovered a strong relationship between total bilirubin and direct bilirubin, 
as well as Alamine Aminotransferase and aspartate aminotransferase, total proteins 
and albumin, in Fig. 5. We opted to remove one feature from each associated pair to
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Fig. 2 Albumin and 
globulin ratio feature 
histogram 

Fig. 3 Boxplot of total 
bilirubin 

Fig. 4 Boxplot of direct 
bilirubin
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Fig. 5 Correlation between features 

improve the training speed and accuracy of our model. As a result, we took direct 
bilirubin, aspartate aminotransferase, and albumin out of our model. 

Furthermore, we discovered imbalanced classes in the dataset. To address this 
issue, we resampled our data to reduce errors. The data were then scaled, and eight 
machine learning models were used to calculate accuracy, precision, recall, and 
confusion matrix scores. After that, we used a voting classifier to boost the accuracy 
of our model even further. Finally, undersampling, oversampling, and SMOTE tech-
niques [23] were used to balance the majority and minority classes. The outcomes 
were analyzed to establish the efficacy of our strategy. 

4 Experimental Result 

Before balancing the dataset, the results of all machine learning algorithms are 
displayed in Table 1. Among all algorithms, the Extra Tree algorithm had the highest 
accuracy, reaching 99%. It had 0.95 precision and 0.96 recall. The CatBoost algo-
rithm came in second place in terms of accuracy, with a score of 97%, a precision of 
0.95, and a recall of 0.91. AdaBoost and LogitBoost scored 76% and 98% accuracy, 
respectively, with precision ratings of 0.70 and 0.97 and recall scores of 0.48 and 
0.96. The KNN and XGBoost algorithms both achieved 77% accuracy, with KNN 
achieving 0.66 precision and 0.61 recall and XGBoost achieving 0.94 precision and 
0.95 recall. The Gradient Boost algorithm obtained 84% accuracy, 0.92 precision, 
and 0.55 recall. Random Forest had the highest accuracy among KNN, XGBoost, 
and Gradient Boost, but was less accurate than Extra Tree, with 99% accuracy, 0.92 
precision, and 0.94 recall. The ensemble model, which combined AdaBoost, Extra



300 Md. Alif Sheakh et al.

Table 1 The outcome before 
balancing the dataset Algorithms Accuracy Precision Recall 

RF 0.99 0.92 0.94 

KNN 0.77 0.66 0.61 

Gradient boost 0.84 0.92 0.55 

XGBoost 0.99 0.94 0.95 

Extra tree 0.99 0.95 0.96 

AdaBoost 0.76 0.70 0.48 

LogitBoost 0.98 0.97 0.96 

CatBoost 0.97 0.95 0.91 

Voting classifier 
(AdaBoost, extra tree, CatBoost) 

0.98 0.97 0.94 

Tree, and CatBoost, had an accuracy score of 98%. The precision and recall scores 
for this ensemble model were 0.97 and 0.94, respectively. 

Unbalanced data can undoubtedly hinder machine learning techniques. In order 
to address this issue, the current study employed undersampling, oversampling, 
and Synthetic Minority Oversampling Technique (SMOTE) on the dataset under 
consideration. 

Following the use of undersampling, the outputs of several machine learning 
algorithms were analyzed, and the findings are shown in Table 2. The method with 
the greatest accuracy score was XGBoost, with a score of 0.95, closely followed 
by Random Forest (RF), with a score of 0.94. Among the algorithms tested, RF, 
Extra Tree, and CatBoost had the highest precision scores, ranging from 0.90 to 
0.94. When it came to recall, Gradient Boost came out on top, with a score of 0.97. 
Notably, the voting classifier, which included AdaBoost, Extra Tree, and CatBoost, 
performed well in terms of recall, matching the maximum score of 0.97. Based on 
these results, XGBoost and Random Forest have the highest accuracy ratings, while 
Gradient Boost and the voting classifier have good precision and recall. 

Table 2 The outcome after 
undersampling the dataset Algorithms Accuracy Precision Recall 

RF 0.94 0.90 0.97 

KNN 0.74 0.68 0.86 

Gradient boost 0.88 0.82 0.97 

XGBoost 0.95 0.94 0.97 

Extra tree 0.94 0.93 0.93 

AdaBoost 0.76 0.69 0.88 

LogitBoost 0.86 0.83 0.91 

CatBoost 0.93 0.89 0.97 

Voting classifier 
(AdaBoost, extra tree, CatBoost) 

0.92 0.88 0.97
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Table 3 The outcome after 
oversampling the dataset Algorithms Accuracy Precision Recall 

RF 0.99 0.97 0.98 

KNN 0.91 0.85 0.97 

Gradient boost 0.91 0.87 0.96 

XGBoost 0.97 0.95 0.97 

Extra Tree 0.99 0.98 0.99 

AdaBoost 0.78 0.76 0.81 

LogitBoost 0.97 0.95 0.92 

CatBoost 0.98 0.94 0.97 

Voting classifier 
(AdaBoost, extra tree, CatBoost) 

0.99 0.94 0.95 

After oversampling the dataset, the outputs of several machine learning algorithms 
were evaluated, and the findings are shown in Table 3. Random Forest (RF) had the 
best accuracy score of 0.99. It was closely followed by Extra Tree (0.92), XGBoost 
(0.90), and CatBoost (0.86). Extra Tree achieved the greatest precision score of 0.89 
among the defined algorithms. KNN, on the other hand, achieved the greatest recall 
score of 0.76. These results emphasize the greater accuracy of Random Forest and 
Extra Tree, with Extra Tree earning the greatest precision score and KNN achieving 
the highest recall score among the defined algorithms. 

After applying the SMOTE to the dataset, multiple machine learning algorithms’ 
results are shown in Table 4. Accuracy, precision, and recall were 0.99 for the Random 
Forest algorithm. With accuracy, precision, and recall of 0.99, the Extra Tree algo-
rithm likewise scored well across all criteria. CatBoost performed well, with accuracy 
of 0.99, precision of 0.97, and recall of 0.98. The KNN algorithm scored 0.91 with 
a precision of 0.84 and a recall of 0.99. Gradient Boost’s accuracy was 0.86, preci-
sion 0.80, and recall 0.94. XGBoost accuracy, precision, and recall were 0.98, 0.98, 
and 0.99, respectively. However, AdaBoost scored 0.76 for accuracy, 0.72 for preci-
sion, and 0.83 for recall. Logit Boost’s accuracy, precision, and recall were greater. 
The voting classifier’s accuracy, precision, and recall were 0.98, 0.96, and 0.98, 
respectively. These data show how SMOTE affects machine learning algorithms. 
The dataset was handled well by algorithms like Extra Tree, Random Forest, and 
CatBoost, which had great accuracy, precision, and recall. Meanwhile, algorithms 
like AdaBoost had lower ratings, indicating the need for future improvements or 
other methods. The voting classifier performed well by combining the algorithms’ 
strengths.
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Table 4 The outcome after 
SMOTE the dataset Algorithms Accuracy Precision Recall 

RF 0.99 0.98 0.99 

KNN 0.91 0.84 0.99 

Gradient boost 0.86 0.80 0.94 

XGBoost 0.98 0.98 0.99 

Extra Tree 0.99 0.99 0.99 

AdaBoost 0.76 0.72 0.83 

LogitBoost 0.98 0.97 0.99 

CatBoost 0.99 0.97 0.98 

Voting classifier 
(AdaBoost, extra tree, CatBoost) 

0.98 0.96 0.98 

5 Discussion 

The results of our study are especially noteworthy since they demonstrate how 
successful a variety of machine learning methods were then applied to a balanced 
dataset. The utilization of methods such as undersampling, oversampling, and 
SMOTE is a good practice since it guarantees that the dataset that is used for training 
is indicative of the actual data distribution. This is one of the many reasons why 
this approach is considered advantageous. This technique helps to relieve problems 
connected with class imbalance, which is a common impediment in many applica-
tions of machine learning. Class imbalance is one of the challenges that this strategy 
addresses. It is essential to point out that the findings of our study showed that 
increasing the number of classifiers available in each domain resulted in the highest 
possible level of accuracy. Ultimately, our findings show how critical it is to care-
fully select appropriate machine learning algorithms and to ensure that datasets are 
well-balanced in order to gain the greatest potential performance from models. In 
order to make accurate predictions, it is essential to handle class imbalance, which 
should be taken into account while selecting the appropriate algorithms to use. Our 
findings can be useful to researchers and practitioners working in this sector since 
they provide insights into best practices and techniques for getting superior results. 

6 Conclusion and Future Work 

We aimed to create a method for the accurate classification of individuals with early 
detection of liver illness by making use of a variety of supervised machine learning 
classifiers. Following an in-depth investigation into the patient information param-
eters and the application of eight distinct algorithms, we discovered that the Extra 
Tree classifier achieved the greatest accuracy score across the board, with Random 
Forest techniques coming in a close second. In addition, we put an algorithmic voting
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classifier made up of AdaBoost, Extra Tree, and CatBoost through its paces, and the 
results showed that it was successful in raising overall performance. Our research has 
major implications for the research and development of healthcare, particularly in 
low-income nations with restricted access to medical resources. Our method, which 
involves early diagnosis and the provision of guidance on the upkeep of healthy livers, 
has the potential to assist in the prevention of chronic diseases and to contribute to the 
improvement of public health. The dataset is one of the limitations of this work. In 
future, it can be created more effectively with more attributes. As we move forward, 
there is still room for additional study to be done in this area, including the inves-
tigation of other algorithms and the refining of the prediction model to improve 
its accuracy. In general, this work offers an important step toward establishing a 
diagnostic tool for liver illness that is more trustworthy and effective. 
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